A comparison of urban heat islands mapped using skin temperature, air temperature, and apparent temperature (Humidex), for the greater Vancouver area
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HIGHLIGHTS

• Maximum daily apparent temperature (Humidex) is mapped for a complex urban environment
• MODIS, Landsat and DEM data combined to develop regression model
• Spatial Distribution: apparent temperature is broadly similar to that of air temperature, but different from skin temperature
• Some locations are hotspots of apparent temperature, up to 5 degrees above corresponding air temperature

GRAPHICAL ABSTRACT

Abstract

Apparent temperature is more closely related to mortality during extreme heat events than other temperature variables, yet spatial epidemiology studies typically use skin temperature (also known as land surface temperature) to quantify heat exposure because it is relatively easy to map from satellite data. An empirical approach to map apparent temperature at the neighborhood scale, which relies on publicly available weather station observations and spatial data layers combined in a random forest regression model, was demonstrated for greater Vancouver, Canada. Model errors were acceptable (cross-validated RMSE = 2.04 °C) and the resulting map of apparent temperature, calibrated for a typical hot summer day, corresponded well with past temperature research in the area. A comparison with field measurements as well as similar maps of skin temperature and air temperature revealed that skin temperature was poorly correlated with both air temperature (R² = 0.38) and apparent temperature (R² = 0.39). While the latter two were more similar (R² = 0.87), apparent temperature was predicted to exceed air temperature by more than 5 °C in several urban areas as well as around the confluence of the Pitt and Fraser rivers. We conclude that skin temperature is not a suitable proxy for human heat exposure, and that spatial epidemiology studies could benefit from mapping apparent temperature, using an approach similar to the one reported here, to better quantify differences in heat exposure that exist across an urban landscape.

© 2015 Published by Elsevier B.V.
1. Introduction

Extreme heat events regularly lead to excess mortality, as documented from the United States (Curriero et al., 2002; Kaiser et al., 2001; Medina-Ramón et al., 2006; Semenza et al., 1996), Europe (Filleul et al., 2006; Schifano et al., 2009), China (Huang et al., 2010), Russia (Trenberth and Fasullo, 2012), and Canada, where heat-caused excess mortality has been documented for Vancouver (Kosatsky et al., 2012), Montreal (Smargiassi et al., 2009), and Toronto (Pengelly et al., 2007). Elevated temperature can also increase the severity of air pollution, thus compounding human health risks (Katsouyanni et al., 1993; Koken et al., 2003) and leading to increases in hospitalization rates (Koken et al., 2003; Schwartz et al., 2004).

Appropriate quantification of human heat exposure is a necessary foundation for studying the effect of heat on human health. While there is a wealth of research on thermal indices related to human thermal comfort (e.g. Höppe, 1999; Matzarakis et al., 1999), epidemiological studies of extreme heat events and their health impacts typically quantify a population’s heat exposure as the near-surface air temperature reported from a local reference station (e.g. the local airport), most often using daily or two-day averaged minimum or maximum air temperatures (Basu, 2009; Hajat et al., 2010; Kosatsky et al., 2012; Smargiassi et al., 2009). While the use of a single reference station is straightforward, easy to understand, and ensures consistency through time, it also ignores well-known differences in temperature that typically exist between different parts of an urban area (Ghosh and Joshi, 2014; Maimaitiyiming et al., 2014; Nichol and To, 2012; Rajasekar and Weng, 2009; Wu et al., 2013; Zhou et al., 2012), and between urban and rural areas (an effect known as the urban heat island), and it thus ignores what are often substantial differences in heat exposure between populations living in different parts of the area in question (Basu, 2009). Atoms to incorporate local temperature variability in heat-health studies have typically relied on satellite-derived estimates of skin temperature, also known as “land surface temperature” (Buscail et al., 2012; Hondula et al., 2012; Laaidi et al., 2012; Smargiassi et al., 2009; Tomlinson et al., 2011). While results are occasionally ambigous concerning the importance of this variable in determining health risk (INVS, 2004), several such studies have demonstrated that living in a relatively hot part of a city is a significant risk factor during extreme heat events (Laaidi et al., 2012; Smargiassi et al., 2009). However, the use of skin temperature to quantify heat exposure in these studies seems primarily motivated by the relative ease with which this variable can be mapped, and not by considerations concerning its conceptual appropriateness as a proxy for human heat exposure. Skin temperature is relatively straightforward to map from publicly available satellite data (Coll et al., 2010; Weng et al., 2004) because the longwave thermal radiation measured by the satellite sensor is strongly determined by the skin temperature under normal atmospheric conditions. However, it can only be mapped at the time of satellite overpass. For the Landsat sensors typically used to obtain neighborhood-level spatial resolution, this means that the resulting maps describe the distribution of skin temperature at approximately 10 am local time. SEVIRI, AVHRR, MODIS and other sensors less frequently used in spatial epidemiology can provide information multiple times per day, but do so at much reduced spatial resolution.

Potential alternative measures of heat exposure that are practical for public health research include air temperature or apparent temperature, a measure of the ambient heat perceived by humans that is typically calculated using both air temperature and humidity (Basu, 2009; Massetti et al., 2014; Steadman, 1979). Either of these can be quantified as the daily minimum, mean, maximum, or as multi-day average values of these quantities. Both air temperature and apparent temperature are more frequently used than skin temperature to quantify heat exposure in the non-spatial epidemiology literature, but they are also more difficult to map at the urban/neighborhood scale. Mapping air temperature requires spatial interpolation between a dense network of weather stations (Hattis et al., 2012), statistical approaches based on the presence of very dense vegetation in the local area (Prihodko and Goward, 1997; Zakšek and Schroeder-Homscheidt, 2009) or regression modeling with local calibration data (Ho et al., 2014; Nichol and To, 2012; Xu et al., 2014). Uneven distribution of weather stations in most urban areas, and especially the lack of observations in densely built-up areas where the urban heat island effect is strongest, are serious shortcomings for the interpolation approach, and the presence of very dense vegetation cannot be assumed in all urban areas. The regression approach, however, has been shown effective for mapping intra-urban variation in air temperature, and application to apparent temperature is straightforward.

While energy fluxes ensure a relationship between the skin temperature and the temperature and humidity of the air mass above it, the relationship between skin, air, and apparent temperature is complex as each temperature measure is also influenced by other factors such as wind speed and direction, the three-dimensional structure of the surface and its effect on both shading and turbulence, the land surface heat capacity, and near-surface water available for evapotranspiration. It is therefore not evident that the spatial pattern of one (e.g. skin temperature) is a good proxy for another (e.g. air temperature), nor that mapping mid-morning skin temperature, as is typically done using Landsat data, is the best approach to quantify human heat exposure in different parts of a city. While apparent temperature is often highly correlated with air temperature, it has been shown to be more closely related to mortality than other temperature variables (Almeida et al., 2010, Barnett et al., 2010, Zhang et al., 2014), and has also been shown to be a better predictor of indoor temperature than is air temperature (Nguyen et al., 2014). As a proxy for heat exposure this is especially important given that people in most industrialized countries spend ~90% of their time indoors (Höppe and Martinac, 1998). It is therefore likely that maps of apparent temperature would be a good source of information on heat exposure in heat health studies.

To investigate how the three heat exposure measures are spatially distributed and hence how the choice of heat exposure measure will influence its quantification in heat health studies, building on previous work (Ho et al., 2014), we 1) test the accuracy with which the fine-scale distribution of apparent temperature can be mapped in the greater Vancouver area, and 2) compare the spatial distribution of skin temperature, air temperature, and apparent temperature for hot summer days in the area. The mapping approach from this study can also be used to estimate the spatial distributions of apparent temperature for the long-term risk assessment, by combining scenes of satellite images from different year to map the heat exposure in a typical hot summer day.

2. Study area

The greater Vancouver area, Canada (Fig. 1), is a metropolitan area with a population of more than 2 million (Statistics Canada, 2007). The area is bordered by fold mountain ridges to the north, the Pacific Ocean to the west, and the semi-arid Fraser Valley to the east, a geographic context that creates a complex microclimate system in the area (Oke, 1976; Oke and Hay, 1994; Runnalls and Oke, 2000). On a typical hot summer day, with cloudless skies and light winds from the Fraser Valley the previous night, a strong urban heat island effect can develop in the area, substantially elevating the temperature in the urban areas relative to their surroundings (Oke and Hay, 1994).

3. Data and methods

3.1. Humidex field observations

Maximum air temperature and dew point data were obtained from 39 weather stations operated by Environment Canada or the Weather Underground; the latter is a volunteered geographic information
program in which participants deploy personal weather stations and upload weather data to an open-access web GIS (Goodchild, 2007; Sieber, 2006). Data were obtained for all (six) hot summer days in the period 2002–2009 for which cloud-free Landsat satellite images were also available (Table 1), all with a maximum air temperature higher than 25 °C at the Vancouver International Airport (YVR). Using only data from hot summer days ensured that the results are calibrated to such days, when the risk of heat-caused human health problems is greatest. Not every weather station was operational for all six days used in this study; several Weather Underground and Environment Canada stations only had data available for one or two days of the six days. For each observation, maximum air temperature and co-incident dew point data were used to calculate apparent temperature using the Humidex, a well-known heat index used to quantify heat exposure in Canada (Burke et al., 2006; Gosling et al., 2014; Masterson and Richardson, 1979). The Humidex is defined as:

\[
H = Ta + 0.5555 \times \left( 6.11 \times e^{417.753 \times \left( \frac{dew}{273.16} \right)} - 10 \right)
\]

where H is the Humidex, Ta is the air temperature, and dew is the dew point in Kelvin.

3.2. Spatial data layers

Spatial data layers containing potential predictors of apparent temperature for use in regression modeling were derived from four different sources. 1) Cloud-free Landsat 5 TM and Landsat 7 ETM+ images were obtained for the six days for which field observations were available, and 2) a land surface emissivity data set was retrieved from the North American ASTER Land Surface Emissivity Database (NAALSED) (Hulley and Hook, 2009). In addition, 3) a Digital Elevation Model (DEM) was obtained from the 25-m Canadian Digital Elevation Data (CDED, http://www.geobase.ca), and 4) the MODIS Precipitable Water product (MOD05) was used to provide information on atmospheric water vapor content for the six days with Landsat data.

The Landsat 5 TM images, the MODIS water vapor product and the DEM were all resampled to 60-m cell sizes to match the spatial resolution of the ETM+ thermal band, and all data were re-projected to the Universal Transverse Mercator projection, Zone 10 N. Areas affected by Scan-Line Corrector (SLC) errors in each Landsat ETM+ image were masked out prior to further analysis.

3.3. Regression modeling

The following environmental data layers were derived from the satellite and digital elevation data and used as predictors of apparent temperature in a regression model: 1) skin temperature (LST), 2) elevation, 3) the Normalized Difference Water Index (NDWI), 4) SkyView Factor (SVF), 5) incident solar radiation, 6) distance from the ocean, and 7) atmospheric water vapor.
LST was estimated from the thermal band in the Landsat images. NASA’s Atmospheric Correction Parameter Calculator (Barsi et al., 2003) was used to estimate the upwelling atmospheric radiance ($L^\text{↑}$), downwelling atmospheric radiance ($L^\text{↓}$) and atmospheric transmittance $\tau$, which were then used with the NAALSED emissivity values ($\varepsilon$) to obtain the blackbody radiance at temperature LST:

$$B(\text{LST}) = \frac{L_{\text{sen}} - L^\text{↓}}{\tau} - \frac{1 - \varepsilon}{\varepsilon} L(\text{Collet et al., 2010})$$

where $B(\text{LST})$ is the blackbody radiance at temperature LST and $L_{\text{sen}}$ is the at-sensor radiance. An inversion of Planck’s Law was then applied to derive the kinetic skin temperature using the following equation:

$$\text{LST} = \frac{k_2}{\ln \left( \frac{k_1}{B(\text{LST}) + 1} \right)}$$

where $k_1$ and $k_2$ are the thermal band calibration constants found in the Landsat metadata files.

NDWI is an index used to quantify water content in vegetation cover (Gao, 1996), which strongly influences evapotranspiration and thus cooling of the land surface during a hot day. NDWI is defined as:

$$\text{NDWI} = \frac{(\rho_{\text{NIR}} - \rho_{\text{MIR}})}{(\rho_{\text{NIR}} + \rho_{\text{MIR}})}$$

where $\rho_{\text{NIR}}$ is surface reflectance in the near-infrared band, and $\rho_{\text{MIR}}$ is surface reflectance in the mid-infrared band. Landsat bands 4 and 5 were used to calculate NDWI. NDWI is not meaningful for water bodies; to ensure its use as a proxy for evapotranspiration we therefore applied the maximum NDWI value found over land to all pixels identified as water.

SVF quantifies the unobscured portion of the sky, is determined by topography and the presence of above-ground structures such as trees and buildings, and influences the radiation received and emitted from a surface (Chen et al., 2012; Su et al., 2008; Yang et al., 2015). Fenner et al. (2014) found that relatively low SVF in an urban area dampens diurnal air temperature variations, with a cooling effect during the day and a warming effect during the night. SVF was derived for each cell using a two-step process, initially using partial spectral unmixing to derive an estimate of the shadow proportion of the cell, then using an empirically calibrated regression model to derive SVF from the shadow proportion. Full details of this method will be forthcoming in a separate paper, validation using airborne lidar data from the City of Vancouver indicate good performance (SVF RMSE = 0.056).

Incident solar radiation influences skin temperature, and hence air temperature (Bristow and Campbell, 1984). Using the DEM, the direct solar radiation tool in ArcGIS 10.1 was applied to estimate the incoming solar radiation for each cell (Fu and Rich, 2002). This tool estimates the total direct solar radiation from all sun map sectors:

$$\text{Solar Radiation} = S_{\text{const}} \rho(\theta, \beta) \times \text{SunDur}_{\theta, \alpha} \times \text{SunGap}_{\theta, \alpha} \times \cos(\text{AngIn}_{\theta, \alpha})$$

where $S_{\text{const}} =$ solar flux, $\beta =$ atmospheric transmittance, $m(\theta) =$ optical path length, $\text{SunDur}_{\theta, \alpha} =$ time duration represented by the sky sector, $\text{SunGap}_{\theta, \alpha} =$ the gap fraction for the sun map sector, $\text{AngIn}_{\theta, \alpha} =$ the angle of incidence, and $\theta =$ the solar zenith angle.

Distance from the ocean was estimated from the Vegetation Resources Inventory (VRI) land cover map cover by Ministry of B.C (Taylor, 1998). All terrestrial land cover classes were joined to create a binary classification with only “water” and “land” categories from which the distance to the ocean was calculated.

Atmospheric water vapor was derived from the MODIS Precipitable Water product (MOD05) near-infrared total-column precipitable water, which is known to be sensitive to near-surface water vapor in the canopy layer (King et al., 2003; Wong et al., 2014). The canopy layer is the layer within 2 m above the land surface, which is a key component of urban heat island and the atmospheric layer most important to environmental health studies (Oke, 1976).

Spatial averaging was applied to the LST and NDWI layers to account for the influence of these surface variables in areas around each weather station (Liu and Moore, 1998; Zakšek and Oštir, 2012). A range of circular kernels were tested for this spatial averaging, with radii ranging from 100 m to 1000 m in 100-m intervals. To determine which LST kernel radius would lead to the best model performance, spatially averaged LST data layers were included individually in the model in combination with all other data layers, and cross-validation used to quantify model performance. The LST kernel radius that achieved the lowest RMSE value was retained. A similar process was performed to determine the best NDWI kernel radius. In subsequent model runs, only the best spatially averaged LST and NDWI data layers in combination with all other data layers were used as predictors of apparent temperature.

A random forest regression model was used to formalize the relationship between these spatial data layers and the apparent temperature data. Random forest is a non-parametric machine learning model that uses an ensemble of regression trees, each trained on a random subset of the training data, with a random subset of the available predictors used to split the data in each node of each tree (Breiman, 2001; Stumpf and Kerle, 2011; Timm and McGraigal, 2012). We used the randomForest package (Liaw and Wiener, 2012) in the statistical software R, with default parameter settings (Hijmans and van Etten, 2009; Liaw and Wiener, 2012; Meyer et al., 2012; R Core Development Team, 2008), which had previously proven effective at similarly mapping air temperature (Ho et al., 2014). The model was first used to predict the maximum apparent temperature for each of the six days for which we had satellite data (Table 1), and the value predicted for YVR was then subtracted to produce a relative temperature measure. The mean of these predictions of maximum apparent temperature relative to YVR was then calculated to represent the relative apparent temperature on a typical hot summer day.

### 3.4. Accuracy assessment

The random forest model was validated using leave-one-station-out cross validation to provide an estimate of prediction errors in unsampled areas. In this procedure apparent temperature observations from a single station were held aside while observations from all other weather stations were used to train the regression model, and predictions were then compared to observations for the held-out station to determine the prediction error. This process was repeated until observations from each station were used for validation once, and the Mean Average Error (MAE) and Root Mean Square Error (RMSE) averaged across all stations reported (Willmott and Matsuura, 2005). Cross-validation is a well-known method for accuracy assessment, and is commonly used to validate machine learning models (Gislason et al., 2006; Zhang, 1993).

### 3.5. Variance importance analysis

The permutation-based variance importance analysis implemented in the randomForest package was used to determine the contributions of each predictor to the regression model (Genuer et al., 2010; Knudby et al., 2010; Strobl et al., 2009). For each regression tree, the data that were not used to ‘grow’ the tree were initially used to assess prediction error. For these data points, each predictor was then permuted in turn and the resulting increase in prediction error recorded. This was done for all trees, and the average reported as the percentage increase in mean squared error ($\%$MSE).
3.6. Production of temperature maps

The random forest model was applied to the spatial data layers to produce maps of the distribution of maximum apparent temperature in the study area, relative to YVR, for the six days studied. The maps produced with the four Landsat 5 TM images were then averaged to produce a single map representative of a typical hot summer day in the area; Landsat 7 ETM + images were not used for this averaging due to the SLC errors. An identical approach to the one described above, but using maximum air temperature instead of maximum apparent temperature as the dependent variable in the random forest model, was used to produce a comparable map of maximum air temperature. In addition, a skin temperature map was created by calculating the mean of the LST values derived from each of the four Landsat 5 TM images.

4. Results

4.1. Predictions of apparent temperature

In general, larger radii used for spatial averaging resulted in lower prediction errors for apparent temperature. LST averaged over the largest radii (1000 m) produced the lowest prediction error, as did NDWI averaged over 500 m. Using this spatially averaged LST and NDWI layers along with the other predictors, the MAE and RMSE values from the random forest model were 1.67 °C and 2.04 °C respectively \( (R^2 = 0.57; \text{Fig. 2}) \), which is relatively accurate compared to similar air temperature mapping studies \( (\text{Benali et al., 2012; Ho et al., 2014; Prihodko and Goward, 1997; Zakšek and Schroedter-Homscheidt, 2009}) \). Very high values of apparent temperature were typically underestimated, and one low value was significantly overestimated. This is a known issue caused by the random forest model structure, in which predictions are not extrapolated beyond the values included in the training data. The issue may have been further affected by the presence of important predictors not included in the model, such as wind speed and anthropogenic heat generation \( (\text{Oke, 1988}) \). A similar effect may have caused the low variable importance values of the NDWI and elevation predictors, as only a few weather stations were located in very low SVF areas such as downtown Vancouver, the actual influence of SVF on apparent temperature in such areas is not captured in the model and the importance of SVF across the study area may thus be underestimated. A similar effect may have caused the low variable importance values of the NDWI and elevation predictors, as only a few weather stations were located in high NDWI (forest) and high elevation (mountain) locations.

4.2. Variable importance

The variable importance results for all predictors are shown in Table 2. The most important predictor was LST, which is known to directly influence air temperature through radiative, conductive, and convective heat transfer \( (\text{Bristow and Campbell, 1984; Vancutsem et al., 2010}) \). Atmospheric water vapor and distance from the ocean also had high variable importance scores, which was expected as one directly quantifies humidity and the other influences the strength of the moderating influence of the ocean. SVF had only moderate variable importance, however, given that no weather stations were located in very low SVF areas such as downtown Vancouver, the actual influence of SVF on apparent temperature in such areas is not captured in the model.

4.3. Spatial distribution of the three temperature measures

Maps showing the distribution of each temperature measure on a typical hot summer day in the study area are shown in Fig. 3. The distribution of maximum apparent temperature \( (\text{Fig. 3c}) \) corresponds well with past temperature research in the greater Vancouver area \( (\text{Oke and Hay, 1994}) \), and showed that relatively high apparent temperatures are found in urban areas, while low apparent temperatures are found in the mountainous areas of West and North Vancouver. Agricultural lands and forests were predicted as relatively cool, and downtown Vancouver was predicted to be relatively cooler than other major urban areas. This latter result is likely due to a sea breeze cooling the downtown core, which is surrounded by water to the south, west, and northeast \( (\text{Runnalls and Oke, 2000}) \). A “wall effect” \( (\text{Wong et al., 2011}) \) in which cold air is trapped within the urban canyon at night and the early morning, reducing air flow and preventing direct solar radiation from increasing the temperature of the downtown air mass during the day, could also be a contributing factor.

The spatial temperature trends are broadly similar between the three temperature measures, with urban areas being relatively warm while forested and mountainous areas are relatively cool, however, notable differences also exist. LST values \( (\text{Fig. 3a}) \) in the area range from almost 50 degrees cooler to almost 15 degrees warmer than YVR, while air temperature and apparent temperature values have a smaller value range. In addition, the LST map shows strong contrasts in temperature between adjacent areas, while values vary more gradually in the air temperature \( (\text{Fig. 3b}) \) and apparent temperature \( (\text{Fig. 3c}) \) maps. This difference in local contrast is partly a result of data layers with low local contrast having been used to produce the air temperature and apparent temperature maps, notably the spatially averaged LST and NDWI

Table 2

<table>
<thead>
<tr>
<th>Variable</th>
<th>%IncMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>LST (1000 m)</td>
<td>26.68</td>
</tr>
<tr>
<td>Atmospheric water vapor</td>
<td>17.65</td>
</tr>
<tr>
<td>Distance from ocean</td>
<td>14.81</td>
</tr>
<tr>
<td>SVF</td>
<td>9.01</td>
</tr>
<tr>
<td>Solar radiation</td>
<td>2.84</td>
</tr>
<tr>
<td>NDWI (500 m)</td>
<td>2.84</td>
</tr>
<tr>
<td>Elevation</td>
<td>1.92</td>
</tr>
</tbody>
</table>

Results from the variable importance analysis. The percentage increase in mean squared error (%IncMSE) quantifies the increase in prediction error caused by the permutation of each individual predictor in the validation data.
data layers as well as the ‘distance from the ocean’ layer. However, it is also a realistic description of LST being strongly dependent on the radiative and thermal properties of the surface material while air temperature and apparent temperature are relatively more influenced by advection and thus by surface conditions in a larger upwind area (Stewart and Oke, 2012). The LST distribution is poorly correlated to both that of air temperature ($R^2 = 0.38$) and apparent temperature ($R^2 = 0.39$), a result that is confirmed by correlations between the weather station observations themselves ($R^2 = 0.15$ and $R^2 = 0.11$, respectively). While the air temperature and apparent temperature distributions show much greater similarity ($R^2$ of model outputs = 0.87; $R^2$ of weather station data = 0.74), several areas of interest are predicted to have relatively high apparent temperatures, indicating high humidity and thus high Humidex values on hot summer days. Some of these areas are highlighted with blue circles in Fig. 4, which shows the difference between the predicted apparent and air temperatures. Hot spots of apparent temperature, relative to air temperature, include some of the densely built-up neighborhoods in East Vancouver and central Burnaby, downtown Surrey, the small community of Cloverdale, the confluence of the Pitt and Fraser rivers, and the city of Abbotsford. In these areas, predicted apparent temperatures are up to 5 degrees higher than the corresponding air temperatures.

5. Discussion

5.1. Apparent temperature patterns and variability

A critical assumption when mapping temperature distributions for a ‘typical’ hot summer day is that weather and temperature patterns are similar between hot summer days, and that the mapped temperature distribution is therefore a meaningful representation of conditions on a ‘typical’ hot summer day. A typical weather pattern has indeed been shown to exist for hot summer days in the area, with positive anomalies of the 500-hPa geopotential heights and 850-hPa temperatures centered over the British Columbia coast, and negative anomalies of sea level pressure centered off the coast of Washington State (Bumbaco et al., 2013), leading to cloudless skies and light winds from the Fraser Valley (Oke and Hay, 1994). Nevertheless, Fig. 5 indicates that some variation exists in daily maximum apparent temperature, relative to YVR, observed at each weather station on the days used in our study. While several weather stations (e.g. stations 5, 16, 17, 18, 27) show variations in temperature that include values both higher and lower than YVR, other stations are either consistently warmer than YVR for the days included in the study (e.g. station 13), or consistently colder (e.g. station 2).

Closer examination of each station’s local landscape context showed that stations with high apparent temperatures relative to YVR were typically found near sparsely built-up or agricultural areas, as were the case for Abbotsford and Pitt Meadows respectively. Stations with relatively low apparent temperatures were found in the forested and mountainous areas in the northern part of the study area. Stations with high temperature variability were primarily found in suburban areas near the coast, a context that allows wind speed and direction great influence on the local temperature (Runnalls and Oke, 2000).

Apart from the local landscape context, imperfect data quality may also have contributed to the observed temperature variability. Many Environment Canada weather stations only provide records of temperature and dew point in the form of daily minima and maxima, which are not suitable for calculation of maximum apparent temperature because the maximum temperature and the maximum dew point may not occur at the same time. As a result, data from these stations could not be used in this study. Weather Underground stations typically provide hourly values of the same measurements, as a result 82% of the weather stations used in this study belonged to the Weather Underground. Environment Canada follows guidelines from the World Meteorological Organization (WMO) when deploying weather stations, but does not control other sources of heat or radiation (World Meteorological Organization, 2008). While this aims to ensure that measurements are representative of the air mass in the surrounding area, it also precludes deployment of weather stations in the urban areas which are of greatest interest from a human health perspective. Weather Underground provides similar guidelines for deployment of weather stations, but does not control that these guidelines are followed by the volunteers contributing to its

Fig. 4. Predicted apparent temperature minus air temperature for a typical hot summer day in the greater Vancouver area. Circles indicate hot spots of apparent temperature. Top left (circle A): Central Burnaby and East Vancouver. Bottom left: Central Surrey (circle B) and Cloverdale (circle C). Top right (circle D): Pitt Meadows and Port Coquitlam at the confluence of the Pitt and Fraser Rivers. Bottom right (circle E): Abbotsford. Points indicate average differences between apparent and air temperatures observed at weather stations on hot summer days.

Fig. 3. Spatial distribution of LST (Fig. 3a — top), air temperature (Fig. 3b — middle), and apparent temperature (Fig. 3c — bottom) in the greater Vancouver area for a typical hot summer day. Waterbodies are masked out (black). All values are normalized to YVR.
apparent temperatures observed in both urbanized areas and at the confluence of the two rivers has important implications for mapping human heat exposure in urban areas and their surroundings. The differences in the spatial distributions of all three temperature measures are especially important because apparent temperature has been shown to be the most closely linked to urban heat health, indoor temperature (Nguyen et al., 2014), and mortality during extreme heat events (Almeida et al., 2010; Barnett et al., 2010; Zhang et al., 2014). It is likely that heat-related spatial epidemiology studies will benefit from using apparent temperature instead of LST to quantify human heat exposure.

6. Conclusion

Weather station observations and spatial data layers derived from satellite imagery and a digital elevation model were combined in a random forest regression model to produce predictions of the daily maximum apparent temperature for unsampled areas (cross-validated RMSE = 2.04 °C). Predictions were normalized to values at Vancouver International Airport, and the model was applied to the spatial data layers to produce a map of relative daily maximum apparent temperature for a typical hot summer day in the greater Vancouver area, Canada. Comparable maps were produced for daily maximum air temperature and mid-morning skin temperature. Skin temperature was poorly correlated with the two other temperature measures ($R^2 = 0.38$ and 0.39 respectively). While air temperature and apparent temperature showed greater similarity ($R^2 = 0.87$), the apparent temperature exceeded the air temperature by more than 5 °C in several urban areas as well as around the confluence of the Pitt and Fraser rivers. Skin temperature is not a suitable proxy for human heat exposure, and spatial epidemiology studies could benefit from mapping apparent temperature, using an approach similar to the one reported above, to better quantify differences heat exposure that exist across an urban landscape.
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